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Rationale and Objectives: Ependymoma (EP) and medulloblastoma (MB) of children are similar in age, location, manifestations and
symptoms. Therefore, it is difficult to differentiate them through visual observation in clinical diagnosis. The aim of this study is to investi-
gate the effectiveness of radiomics and machine-learning techniques on multimodal magnetic resonance imaging (MRI) in distinguish EP
from MB.

Materials and Methods: Three dimensional (3D) tumors were semi-automatic segmented by radiologists from postcontrast T1-
weighted images and apparent diffusion coefficient maps in 51 patients (24 EPs, 27 MBs). Then, we extracted radiomics features and
further reduced them by three feature selection methods. For each feature selection method, 4 classifiers were adopted which yield 12
different models. After extensive crossvalidation, pairwise test were carried out in receiver operating characteristic curves to explore
performance of these models.

Results: The radiomics model built with multivariable logistic regression as feature selection method and random forests as classifier had
the best performance, area under the curve achieved 0.91 (95 % confidence interval 0.787�0.968). Five relevant features were highly cor-
related to discriminate EP and MB, which may used as imaging biomarkers to predict the kinds of tumors.

Conclusion: The combination of radiomics and machine-learning approach on 3D multimodal MRI could well distinguish EP and MB of
childhood, which assistant doctors in clinical diagnosis. Since there is no uniform model to obtained best performance for every specific
data set, it is necessary to try different combination methods.
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INTRODUCTION
I n children under 15 years of age, brain tumor is the sec-
ond leading cause of death after acute lymphoblastic leu-
kemia (1). It is reported that more than 1500 children in

America per year and 1859 children in Britain per year
(2014�2016) were diagnosed with cancer, 15% of whom
subsequently died (2,3). About 55%�70% are pediatric poste-
rior fossa tumor (PPFT). Among which, about 15% brain
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tumors are medulloblastoma (MB), 4% tumors are ependy-
moma (EP) (2). There are many similarities between EP and
MB. First, EP and MB are usually in the fourth ventricle,
which are similar in location (2). Second, EP and MB are
similar in terms of morphological. Magnetic resonance imag-
ing (MRI) intensities of EP and MB appear heterogeneous
enhancement of the solid portion due to coarse/gross calcifi-
cation, hemorrhage, or necrosis (4). Third, EP and MB are
similar in terms of symptoms and signs. Tumors in the poste-
rior fossa are characterized by headache and vomiting, fol-
lowed by unsteadiness, double vision, somnolence,
irritability, and papilledema. Besides, EP and MB often show
morning headaches because they are usually in the fourth
ventricle near the vomiting area (5). Therefore, it is difficult
to distinguish them in clinical diagnosis.

At present, the gold diagnosis standard of tumor classifica-
tion is still pathological analysis, following biopsy or surgical
resection. However, there are also disadvantages, including
sampling error and variability in interpretation (6). Besides,
biopsies may cause high-risk morbidity and mortality (7�10).
The purpose of preoperative imaging is to establish a
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TABLE 1. Characteristics of Children Tumor Cohort

Characteristics EP MB

No. of patients 24 (47.06%) 27 (52.94%)
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diagnosis, differential diagnosis, or to describe the anatomical
location of the tumor.

Multimodal MRI combines multiple sequences to provide
additional characteristics at the tissue level, which improve
the performance of classification, grading, survival prediction,
and treatment response (11�15). Diffusion-weighted imag-
ing (DWI) provides quantitative evaluation of water diffusion
in brain tumors and reflects the formation of tumor cells.
Apparent diffusion coefficient (ADC) map represents absolute
measure of average diffusion, which has been proved to dif-
ferentiate and grading brain tumors (16,17). Although most
of the MRI experiments reported in pediatric brain tumor lit-
erature have focused on the analysis of conventional anatomic
MRI sequences such as precontrast T1-weighted imaging
(T1WI), T2-weighted imaging (T2WI), and postcontrast
T1-weighted (T1C) imaging (5,18), recent studies have tried
to extend to other functional MR images (19,20). Posterior
fossa tumor in children based on T1C and ADC needs in-
depth research.

As an emerging and promising technique, radiomics
extracts a large amount of quantitative information from
medical images to describe tumor physiology and pheno-
types, which could transform medical images into minable
data (21�25). Using advanced mathematical algorithms,
radiomics takes advantages in exploiting more tumor features
that cannot be recognized by the naked eye (26). Several
studies have reported that machine-learning analysis of tumor
medical images could enhance the accuracy of tumor classifi-
cation and grading (27�30). Pediatric brain tumors have spe-
cial characteristics in tissue, morphology and texture, which
can cause errors if they are carried out in accordance with
adult standards (5,31,32). Recently, a number of studies
applied radiomics to evaluate adult intracranial brain tumors
(23,24,33), and several studies used texture features to
research the classification of pediatric tumors (32,34). Radio-
mics provides additional descriptive information over and
above the texture features, such as shape and intensity charac-
ters. However, few studies distinguished EP and MB of pedi-
atric by means of machine-learning and radiomics method on
multimodal MRI. No model has better performance for all
different data sets, so the sub goal of this paper is to compare
radiomics models constructed by different feature selection
methods and various classifiers.

The main purpose of this study is to investigate the effec-
tiveness of radiomics and machine-learning techniques on
multimodal MR images in EP and MB of childhood. Up to
now, radiomics and machine-learning are still research tools
to a large extent, and multiple challenges need to be solved
before they can be integrated into common clinical care.
Sex Male 14 (58.33%) 17 (62.96%)
Female 10 (41.67%) 10 (37.04%)

Age(y) Range 0�12 0�15
Mean § STD 4.84 § 3.06 7.16 § 4.03

Grade Low (I II) 8 (33.33%) 0 (0%)
High (III IV) 16 (66.64%) 27 (100%)

EP, ependymoma; MB, medulloblastoma.
MATERIALS ANDMETHODS

Patient Selection

This study was conducted following approval by the
Research Ethics Board, From May 2008 to November 2017,
2

a database of 51 patients with histologically proven PPFT was
retrospectively retrieved. Approval for the study was obtained
from the research ethics committee, and informed consent
was taken from guardians. Table 1 provides summary charac-
teristics of the patient cohort. There were 24 cases of EP, 27
cases of MB.

We retrospectively identified patients who met the follow-
ing criteria: (1) histopthological-proven PPFT; (2) known EP
and MB; (3) patients aged between 0 and 15; (4) 3T MRI
performed before resection operation; and (5) available pre-
operative MRI. Patients with these situations were excluded
from this study. (1) previous treatment for PPFT (i.e., bevaci-
zumab therapy, radiation or chemotherapy); (2) those who
had imaging artefacts making the segmentation of cancer
lesions impossible. Our final cohort included 51 patients with
EP (n= 24) and MB (n= 27). See Table 1 for details.
MR Imaging Acquisition

MRI was performed with a MAGNETOM Skyra 3.0T scan-
ner (Siemens Medical Solutions, Erlangen, Germany) and
standard head coil. In our study, imaging protocol for PPFT
included the following sequences: (1) axial T1C with gado-
pentetate dimeglumine (Magnevist, Bayer Healthcare) was
administered by injection though a peripheral venous cathe-
ter at a dose 0.2 mmol/kg. Echo time (TE) = 2.5 ms, repeti-
tion time (TR) = 434 ms, the slice thickness was 5 mm with
1 mm intersection gap. (2) Axial DWI with b values of 0 and
1000 s/mm2. TE = 80 ms, TR = 4600 ms, the slice thickness
was 5 mm with 1 mm intersection gap. The reconstructed
ADC maps were generated automatically by the software
package on a PACS workstation.
Image Processing and Tumor Segmentation

First, N4 bias correction was applied to correct the low-fre-
quency intensity nonuniformity from the images (35). After
isotropic voxel resampling, ADC maps were registered to
T1C images using affine transformation. To minimize het-
erogeneity in image intensity, the images were subjected to
signal intensity normalization by means of WhiteStripe
method (36). Then, two neuroradiologists (Y.M., Y.Z., with
9 and 10 years’ experience in radiology) used 3D slicer 4.7.0
(http://www.slicer.org/) to semi-automatically draw the

http://www.slicer.org/


Figure 1. Example of children tumors definition performed on the T1C (left), ADC (middle) and their corresponding contrast-enhancing
tumors (right). A represent 3 ependymoma patients; B represent 3 medulloblastoma patients.
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three-dimensional (3D) volumes of interest (VOIs) of each
patient layer by layer on axial T1C images. 3D slicer software
is a user-driven manual motion contour segmentation tool
for tumor segmentation (37�39). VOIs were defined as con-
trast-enhancement tumors, which were selected automati-
cally by 2 neuroradiologists using a simple region growing
segmentation algorithm implemented in 3D Slicer. After
that, two neuroradiologists manually added pixels to the
tumor area that is not included in the preliminary contour or
remove pixels of the nontumor area contained in the prelimi-
nary contour. Subsequently, two experts accomplished the
results of the consistency segmentation based on T1C.
Finally, VOIs masks on T1C were registered to ADC maps.
The segmentation results are shown in Figure 1. Necrosis,
cystic, and edema were carefully avoided to minimize mistak-
ing them for the solid tumor. The following radiomics fea-
tures were carried out on the VOIs.
Feature Extraction

Radiomics features were conducted with 3D Slicer, which
included three parts. First, shape-based features. Sixteen features
were extracted, which were used to describe the morphological
characteristics. Second, histogram-based features. Nineteen first-
order features were calculated, which describe the distribution of
gray values within an image (40). Third, the texture-based features
were extracted, which included 27 grey level co-occurrence
matrix (GLCM) features, 16 grey-level run length matrix
(GLRLM) features and 16 grey-level size zone matrix (GLSZM)
features. Different tumors have phenotype difference. In order to
describe the tumor heterogeneity, we also need to consider the
texture characteristics (41,42). GLCM describes the joint distribu-
tion of two pixel grayscale with a certain spatial position. GLRLM
features can be calculated from run length matrices, which repre-
sent the structure of an image, GLSZM is needed to provided
effective information in representing texture consistency, nonper-
iodicity, or speckle. The features extracted are summarized in
Table 2. Ninety-four features for each modality, a total of 188
feautres were extracted from T1C and ADCmaps of each patient.
Feature Selection

Normalization and feature reduction were performed before
classification. All the radiomics features were transformed to a
standard range. Data scaling is to scale the data down to a
small specific interval. It is often used in the processing of cer-
tain comparison and evaluation indicators to remove the unit
limit of the data and convert it into a dimensionless pure
value, so that indicators of different units or magnitudes can
be compared and weighted. Therefore, before further feature
analysis, we usually need to standardize the feature and then
use the standardized feature for analysis. In our study, we
mapped the features to the interval [0,1] for normalization.

Many of the features have no effect on distinguishing
between EP and MB, and even redundancy. In addition, the
features we extracted (n= 188) are much higher than our
number of cases (n= 51). Therefore, the dimensionality reduc-
tion and the task-specific features selection are useful (12,43).
We tried three methods for feature selection using SPSS 23.0
(SPSS Inc., Chicago, IL). The first way was univariate analysis
(UA), which used the Kolmogorov-Smirnov method to test
the distribution of the data. Normal image features were sub-
jected to Student’s t test, and non-normal image features were
evaluated by the Mann�Whitney U-test (44). Selected fea-
tures with p < 0.05 in the results indicates that these features
are significant in distinguishing between EP and MB.
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TABLE 2. Summary of the Radiomics Used and Their Corresponding Features

Feature Classes Feature Names

Shape features Maximum 3D diameter, Compactness1, Maximum 2D diameter slice, Sphericity, Minor axis,
Compactness2, Elongation, Surface Volume ratio, Volume, Spherical disproportion, Major
axis, Least axis, Flatness, Surface area, Maximum 2D diameter column, Maximum 2D diameter
row.

Histogram features Interquartile range, Skewness, Uniformity, Mean absolute deviation, Energy, Robust mean abso-
lute deviation, Median, Total energy, Maximum, Root mean squared, 90 percentile, Minimum,
Entropy, Standard deviation, Range, variance, 10 percentile, Kurtosis, Mean.

Texture features GLCM features Sum variance, Homogeneity1, Homogeneity2, Cluster shade, Maximum probability, Idmn, Con-
trast, Difference entropy, Inverse variance, Dissimilarity, Sum average, Difference variance,
Idn, Idm, Correlation, Auto-correlation, Sum entropy, Average intensity, Energy, Sum squares,
Cluster prominence, Entropy, Information meast Difference average, Id, Cluster tendency.

GLRLM features Short run low gray level emphasis, Sray level variance, Low gray level run emphasis, Gray level
nonuniformity normalized, Run variance, Gray level nonuniformity, Long run emphasis, Short
run high gray level emphasis, Run length nonuniformity, Short run emphasis, Long run high
gray level emphasis, Run percentage, Long run low gray level emphasis, Run entropy, High
gray level run emphasis, Run length nonuniformity normalized.

GLSZM features Gray level variance, Small area high gray level emphasis, Gray level nonuniformity normalized,
Size zone nonuniformity normalized, Size zone nonuniformity, Gray level nonuniformity, Large
area emphasis, Zone variance, Zone percentage, Large area low gray level emphasis, Large
area high gray level emphasis, High gray level zone emphasis, Small area emphasis, Low gray
level zone emphasis, Zone entropy, Small area low gray level emphasis.

GLCM, gray level co-occurrence matrix; GLRLM, gray-level run length matrix; GLSZM, gray-level size zone matrix.
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Another method was to use multivariable logistic regression
(MLR) to select independently predictive features. All radio-
mics features were modeled with MLR method, the results of
pathological tests were classified as the gold standard. Forward
stepwise regression method was performed to remove redun-
dant features, which base on the likelihood ratio probability
test. It started with no variables in the model and added the
variable that most significant improvement of the fit, repeated
the process until none variable improves the model (44).

The third one was univariate analysis screening (UAS)
method, which selected significant variables according to univari-
ate analysis, than the selected variables were included in multivar-
iable logistic regression model. Before MLR analysis, if the
number of samples is small and the variables are large, the usual
practice is to investigate the relationship between all independent
variables and dependent variables through UA (t test, chi-square
test, etc.), remove some variables that may be not such signifi-
cant, and then carry out MLR analysis, so as to ensure more reli-
able results. This is so called UAS method, which has been
widely published in the top medical journals (45�47). But some
scholars reject this conclusion, Wang H, etc. pointed out that
UAS method as a popular approach is not reliable because some
variable unselected may also be significant according to univariate
analysis, it would cause bias, even lead to a wrong conclusion
(48). We conducted a comparative research to explore which
method is more suitable for the subjects of this experiment.
Classification and Validation

The classification algorithm analyzes the data and derives a
hypothesis function that can be used to predict the labels of
4

unseen observations. In our study, the selected subset of fea-
tures were analyzed using four machine-learning classifiers,
which were k-nearest neighbour (kNN), adaptive boosting
(AdaBoost), random forests (RF), and support vector
machines (SVM). Ten-fold cross-validation was carried out
to evaluate generalizability and accuracy of the model. It
divided the data set into 10 parts and took turns to use 9 parts
as training data and 1 part as testing data to conduct experi-
ments. Each time yielded the correct answer. The 10-fold
crossvalidation was repeated 10 times, finally the average
value was taken as the estimation of the accuracy of the algo-
rithm. Evaluate the classification effect by using four indica-
tors: area under the receiver operating characteristic curve
(AUC), accuracy (Acc), sensitivity (Sens), and precision
(Prec). Finally, we used pairwise test to compare the receiver
operating characteristic (ROC) curves and investigated the
difference between ROC curves with various classifiers. The
p < 0.05 indicates that the two ROC curves are statistically
significant different according to DeLong analysis. The work-
flow of the image processing and machine-learning is shown
in Figure 2.
RESULTS

Feature Selection

After feature extraction, 188 radiomics features were
extracted from each patient. Fifty-six of the available 188 fea-
tures were selected by UA method, which including 12 for
Shape features, 8 for T1C_based features, 36 for ADC_based



Figure 2. Workflow of the image processing and machine-learning procedure. (I) N4 bias correction was applied in postcontrast T1-weighted
(T1C) images and apparent diffusion coefficient (ADC) maps. Then, ADC maps were registered to T1C images. Intensity normalization pro-
cesses were performed for the registered images. (II) The three-dimensional (3D) volumes of interests (VOIs) were semisegmented by neuro-
radiologists. (III) Radiomics features were extracted from VOIs, including shape, first order, and texture based features. (IV) Features were
selected by the three feature selection methods separately. (V) Four machine-learning based algorithm was used as classifier to build the pre-
diction model. (VI) 10-fold crossvalidation was repeated 10 times, area under the receiver operating characteristic curve (AUC), accuracy, sen-
sitivity and precision were the indicators to assess the performance of our study. Then pairwise test was performed to compare the receiver
operating characteristic (ROC) curves.
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features. It should be noted that these 56 features could signif-
icantly distinguished EP and MB with p< 0.05.
The optimal features selected by UAS and MLR methods

are shown in Tables 3 and 4. Table 3 shows the five features
extracted by UAS, while Table 4 shows the five features
extracted by MLR. These features were highly correlated to
discriminate EP and MB, which may be used as imaging bio-
markers in EP and MB, as detailed in the Discussion section.
TABLE 3. A Summary of the Features Selected by UAS
Method

Feature Selection
Method

No. Selected Feature
Name

Type

UAS method n1 Spherical
disproportion

Shape

n2 Median ADC_First order
n3 Information mea-

sure of
correlation

T1C_GLCM

n4 Root mean squared ADC_First order
n5 Run length non

uniformity
T1C_GLRLM

ADC, apparent diffusion coefficient; T1C, postcontrast T1-
weighted; GLCM, gray level co-occurrence matrix; GLRLM, gray-
level run length matrix; UAS, univariate analyasis screening.
Classification Results and Model Validation

Table 5 gives detailed outcomes of the stratified 10-fold cross
validation results. Three feature selection methods and four
classification methods were used to compare EP and MB in
terms of AUC, accuracy, sensitivity, and precision. For UA
feature selection method, the optimal performance was yield
TABLE 4. A summary of the Features Selected by MLR
Method

Feature Selection
Method

No. Selected Feature
Name

Type

MLR method r1 Spherical
disproportion

Shape

r2 Median ADC_First order
r3 Information measure

of correlation
T1C_GLCM

r4 Low gray level zone
emphasis

ADC_GLSZM

r5 Inverse difference
moment
normalized

T1C_GLCM

ADC, apparent diffusion coefficient; GLCM, gray level co-occur-
rence matrix; GLSZM, gray-level size zone matrix; MLR, multivari-
able logistic regression; T1C, postcontrast T1-weighted.

5



TABLE 5. Compare the Performance of Different Feature Selection and Classification Methods to Distinguish MB From EP

EP MB Overall
Feature Selection
Method

Classification
Method Sens (%) Prec (%) Sens (%) Prec (%) AUC Acc (%) 95% CI of AUC p

UA RF 62.5 68.2 74.1 69.0 0.80 68.6 0.659�0.896 p < 0.001
SVM 66.7 76.2 81.5 73.3 0.80 74.5 0.660�0.896 p < 0.001
KNN 66.7 69.6 74.1 71.4 0.79 70.6 0.645�0.886 p < 0.001
AdaBoost 75.0 81.8 85.2 79.3 0.80 80.4 0.665�0.900 p < 0.001

UAS RF 79.2 82.6 85.2 82.1 0.88 82.4 0.753�0.951 p < 0.001
SVM 75.0 85.7 88.9 80.0 0.80 82.4 0.658�0.895 p < 0.001
KNN 75.0 85.7 88.9 80.0 0.85 82.4 0.727�0.937 p < 0.001
AdaBoost 79.2 79.2 81.5 81.5 0.80 80.4 0.668�0.901 p < 0.001

MLR RF 91.7 81.5 81.5 91.7 0.91 86.3 0.787�0.968 p < 0.001
SVM 83.3 83.3 85.2 85.2 0.89 84.3 0.766�0.958 p < 0.001
KNN 70.8 77.3 88.9 77.4 0.82 80.4 0.681�0.910 p < 0.001
AdaBoost 75.0 73.5 74.1 76.9 0.75 74.5 0.604�0.857 p < 0.001

p < 0.001 indicate that it’s statistically significant different.
Acc, accuracy; AdaBoost, adaptive boosting; AUC, area under the receiver operating characteristic curve; CI, confidence interval; EP, epen-

dymoma; kNN, k-nearest neighbour; MB, medulloblastoma; MLR, multivariable logistic regression; Prec, precision; RF, random forests; Sens,
sensitivity; SVM, support vector machines; UA, univariate analysis; UAS, univariate analysis screening.
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by Adaboost, achieved AUC of 0.80 (95% confidence inter-
val [CI] 0.665�0.9000) and an accuracy of 80.4%. For UAS
method, the best performance was obtained by RF classifier,
which achieved AUC of 0.88 (95%CI 0.753�0.951) and an
accuracy of 82.4%. For MLR method, the best performance
was obtained by RF classifier, which achieved AUC of 0.91
(95% CI 0.787�0.968) and an accuracy of 86.3%. Table 5
shows the performance of EP and MB in detail. The optimal
performance was yield by radiomics model built with MLR
feature selection method and RF classifier, which gained the
highest AUC and accuracy, achieved sensitivity of 91.7% and
precision of 81.5% in EP, achieved sensitivity of 81.5% and
precision of 91.7% in MB. To further reveal the relevance of
the different feature selection methods and classification
methods, the ROC curves are presented in Figure 3. It is
Figure 3. Receiver operating characteristic (ROC) curves of the radiomic
cation methods. (A) ROC curves for radiomics model built with univaria
with univariate analyasis screening (UAS) method. (C) ROC curves for
method. In each figure, different color curves represent different classifier
sents support vector machines (SVM), orange curve represents k-nearest
ing (AdaBoost). (Color version of figure is available online.)
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worth noting that, in general the performance of MLR
method is better than the other two. We can see that in the
ROC curves obtained by MLR method and different classi-
fiers, the performance of RF classifiers in blue is better than
that of SVM, KNN, and Adaboost classifiers, as shown in
Figure 3(C). The DeLong analysis found a significant differ-
ence (p< 0.05).

The final five features selected by MLR with RF got the
best performance in our study, which is listed in Table 4. By
inspecting the box plots in Figure 4, we can see that after
comparison of mean and median of five features in EP and
MB, four features have significant differences in distinguish-
ing EP and MB (p < 0.05), which are spherical disproportion,
median (ADC), information measure of correlation (T1C),
low gray level zone emphasis (ADC). Meanwhile, it is worth
s models built with three feature selection methods and four classifi-
te analyasis (UA) method. (B) ROC curves for radiomics model built
radiomics model built with multivariable logistic regression (MLR)

s, blue curve represents random forests (RF), green solid curve repre-
neighbour (kNN), and green dotted curve represents adaptive boost-



Figure 4. Box plots of the five most relevant features that distinguish ependymoma (EP) from medulloblastoma (MB). (A–D) These four fea-
tures have significant differences in distinguishing EP and MB (p < 0.05), which are shape_spherical disproportion, ADC_median, T1C_infor-
mation measure of correlation, ADC_low gray level zone emphasis. (E) T1C_inverse difference moment normalized was considered to be
redundant features (p > 0.05) by univariate analysis (UA) and univariate analysis screening (UAS) method.
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noting that the features that have important contributions to
the results may not have significant differences. It is unreliable
to directly perform univariate analysis in the feature selection
stage, and many important features may be weed out. See
Discussion section for details.
TABLE 6. Pairwise Comparison of ROC Curves

SE 95% CI p

Adaboost � RF 0.0533 0.0530�0.262 0.0031
Adaboost - SVM 0.0567 0.0292�0.252 0.0133
Statistical Findings

Although the highest AUC value was obtained when RF was
carried out with five features selected by MLR (AUC of
0.91), we want to explore whether there are significant dif-
ferences in results under different classifiers. For MLR feature
selection method, the result show that there were significant
differences between the following groups. Comparing
RF with Adaboost (p = 0.0031), SVM with Adaboost
(p = 0.0133), KNN with SVM (p = 0.0320), the p values in
the two-tailed test were all less than 0.05. But there were not
obvious significance between ROCs curves by others classi-
fier, For instance, comparing KNN with RF (p = 0.0914),
the details are listed in Table 6.
Adaboost - KNN 0.0641 �0.0562 to 0.195 0.2788
KNN � RF 0.0521 �0.0142 to 0.190 0.0914
KNN � SVM 0.0331 0.00611�0.136 0.0320
RF � SVM 0.0350 �0.0515 to 0.0855 0.6272

The p < 0.05 gray indicates that the two ROC curves are signifi-
cant different.
AdaBoost, adaptive boosting; CI, confidence interval; kNN, k-

nearest neighbour; RF, random forests; ROC, receiver operating
characteristic; SE, standard error; SVM, support vector
machines.
DISCUSSION

EP and MB in children are both tumors of the posterior cra-
nial fossa. They are similar in age, location, MRI phenotype,
and clinical manifestations, therefore it is difficult to distin-
guish them (5,18). The aim of quantitative medical image
analysis is to assist doctors for diagnosis and clinical decision-
making. Shape, intensity, location, and texture are commonly
concerned by radiologists. While radiomics use images to
mine more features, provide more comprehensive informa-
tion, and digitize the information. In this study, effective
radiomics features were extracted from MRI images, and a
classification model was established by machine-learning
technology to distinguish EP from MB. We found that the
model established by radiomics has a good effect on differen-
tiation between the kinds of tumors.

In recent years, there have been studies using radiomics to
evaluate adult intracranial brain tumors (22,49), and also
research on the MRI texture analysis of pediatric tumors
(32,50,51). However few researches explored PPFT via
radiomics. Rodriguez Gutierrez et al. investigated the perfor-
mance of SVM classifier with texture features extracted from
T1WI, T2WI, and ADC maps in PPFT, the results showed
7
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that classification rates of EP and MB ranged between 69.7%
and 81.9% (51). Eleni Orphanidou-Vlachou et al. explored
the effect of probabilistic neural network as a classifier to train
the texture features extracted from T1WI and T2WI, showed
that sensitivity of EP and MB ranged from 63% to 94% (18).
Fetit et al. conducted a multicenter study on PPFT with tex-
ture analysis. Two from three centers were used as training
set and the remaining one as validation set, Entropy-MDL,
ReliefF, combination of Entropy-MDL, and ReliefF method
as feature selection methods with SVM classifier were used to
construct the model, the optimal AUC ranged between 76%
and 86% (5). It is worth noting that, these studies focus on
the application of texture analysis in PPFT. Although texture
could describe the spatial variation of pixel intensities within
an image, radiomics tries to provide more comprehensive
information based on data mining, which include textures,
intensity, morphological characters, geographic information,
etc. Besides, the conclusions of these studies are drawn with
only one classifier (5,18,51), which is random. Towards spe-
cific data, different feature selection and classifier methods
may result in different conclusion. We did some research on
these issues. In our study, radiomics analysis was used to
extract 188 features of each patient from T1C and ADC
maps. Meanwhile, we believe that different classification per-
formance will be made by different methods towards different
types of tumors. So we experimentally studied the effect of
three feature selection and four classification methods, com-
bined them to get the optimal result. The result shows the
optimal value of AUC was 0.91 (95%CI 0.787�0.968) when
the radiomics model built with MLR as the feature selection
method and RF as the classifier.

Feature selection is a crucial step in discovering predictor
from high-throughput characters. An interesting observation
is in the feature reduction procedure, our study showed that
using MLR alone was better than UA and UAS method,
which is inconsistent with previous knowledge. They argue
that univariate analysis is the initial step in feature selection
stage. UAS method firstly conducts univariate analysis, and
then variables with significant differences are included to
establish multivariate logistic regression model, rather than
directly using all variables for multivariable logistic regression
analysis. UAS method is widely used and often appears in top
medical journals (45�47). UAS method believes that there
might be confounding factors from selected variables by uni-
variate analysis, the purpose of multivariate analysis is to
eliminate this interference, the covariates selected by multi-
variable logistic regression after univariate analysis are consid-
ered to be independent risk factors for the disease. By
inspecting Table 5, the result shows that the MLR perfor-
mance was best, UAS method took the second place, UA
was the worst. This result shows that whether or not to do
univariate analysis as the first step in feature selection depends
on the specific situation. In our study, the features excluded
by univariate analysis may have overlooked potential correla-
tions or interactions between the features, which may be
important to differentiate EP from MB.
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To further investigate the effect of relevant features and
non-redundant features, this study compared the mean and
median of the features that contribute the most to distinguish
EP and MB (Fig 4). These five features are selected by MLR,
which we call relevant features. Four of them have significant
differences in distinguishing EP and MB (p< 0.05), which are
spherical disproportion, median (ADC), information measure
of correlation (T1C), low gray level zone emphasis (ADC),
they are listed in Figure 4(A�D). But the last one was consid-
ered to be redundant features (p> 0.05), excluded by UA and
UAS method, which is listed in Figure 4(E). Again, the result
illustrates that some variables have important contributions to
the results may not have significant differences, and vice versa.
UAS method uses univariate analysis as an initial step to
screen variables, which may mistakenly excluded some
important variables and lead to extremely deviation. Some
scholars have confirmed this point of view through experi-
ments. They even think that this approach should be
removed from the tool kits of biomedical researchers and
even some PhD statisticians (48). We believe that no matter
what the case may be, the analysis of a problem must be done
on a case-by-case basis. We have confirmed the result that it
is better to include all variables into MLR than UAS method
towards discrimination of EP and MB by experiment.

Explored the optimal machine-learning methods for spe-
cific data is a vital step towards radiomics applications. Parmar
et al. drew a conclusion that the choice of classification
method is the most important factor for performance varia-
tion via comparative experiment (34.21% of total variance)
(49). Our study established a radiomics model through five
most relevant features and four classifiers, by comparing their
AUC values, RF performance was the best (AUC = 0.91,
95%CI: 0.787�0.968), SVM and KNN followed, Adaboost
was the worst (AUC = 0.75, 95%CI: 0.604�0.857) (Table 5
and Fig 3C). Pairwise test was performed in order to compare
the difference of ROC curves (Table 6), the results indicate
that there were significant difference when use various classi-
fiers (p< 0.05). Therefore, the choice of classifier has a signifi-
cant impact on the overall performance of the model. For this
study, the radiomics model established by MLR feature selec-
tion method and RF classifier has the best performance and
could best distinguish EP and MB.

Based on the radiological hypothesis, the imaging pheno-
type may be a potential expression of biological or genetic
heterogeneity (52). The selected five most relevant features
consisted of one first order feature from ADC, three texture
features from T1C and ADC, as well as one shape feature
(Table 4). Specifically, r1 describes that there is a difference in
the spherical shape of the 3D contrast-enhancement tumors
between EP and MB, which is related to the fact that MB
often presents as a round solid mass. r2 represents the differ-
ence between EP and MB in ADC median, which is related
to ADC reflecting the diffusion ability of water molecules in
tissues. The cell density in the malignant tumor is high, and it
may be necrotic due to hypoxia, so the ADC value is low.
MB is a grade IV malignant tumor, with a higher degree of
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malignancy than EP, so the ADC value is lower (see Fig 4B),
while EP cells proliferate vigorously, with a higher ADC
value, therefore, ADC value can be used to reflect tumor het-
erogeneity. r3 and r5 measures the spatial dependencies of
grey levels on T1C images. The value of EP are higher than
MB, which is due to the different enhancement performance
of EP and MB on T1C (see Fig 4D). EP shows moderate and
obvious enhancement, MB shows slight and moderate
enhancement, and a few cases have no enhancement of MB
on T1C. r4 characterized how many pixels of a given grey
value are connected in a single group, that is to describe spa-
tial intensity change in ADC. Interpretation of the radiologi-
cal relevance remains challenging, although our selected
features were contributed to classify EP and MB. Five rele-
vant features selected by MLR obtained the best perfor-
mance, which are highly correlated to discriminate EP and
MB. It can also be used as imaging biomarkers to predict the
classification of tumor types.
In this paper, we used T1C and ADC images, which have

important clinical application value in the diagnosis and eval-
uation of brain tumors. Multiregion research also have many
benefits for tumor classification. Different subregion is con-
cerned with different tumor characteristics, T1C focus on the
area of enhancing and necrosis of tumor, ADC reflects the
magnitude of water motion and is the most commonly used
DWI metric in clinical practice. This study achieved good
automatic classification performance, some limitations should
also be considered. First, although data of EP and MB in chil-
dren have been collected for nearly 10 years, there is still a
small sample in this study due to the rarity of brain tumors in
children. In the future, we hope to do some multicenter
research to put up with this problem. Second, in this paper,
T1C and ADC maps were applied, and only enhancing-
tumor region was studied. If other sequences and other
regions can be added, it will be more convincing. Third, lack
of independent validation set due to the small sample size of
our study. However, in order to ensure that our method can
be generalized to independent data, further research and vali-
dation are needed in independent data sets.
CONCLUSIONS

In conclusion, in this paper we attempted to discriminate EP
from MB of pediatric in multimodal MRI by means of radio-
mics as well as machine-learning techniques. Through three
feature selection methods and four classifiers, 12 radiomics
models were established. The results showed that the combi-
nation of MLR and RF has the best performance in distin-
guishing EP and MB (AUC of 0.91, 95%CI: 0.787�0.968).
In addition, we also proved that logistic regression does not

have to follow the “univariate-multivariate” (multivariable
logistic regression after univariate analysis) through experi-
ments, the method should depend on the specific target data.
The results of our research showed that MLR has better per-
formance than UAS method in discrimination of EP and
MB. The choice of classifiers has an important influence on
the overall performance of the model. The radiomics model
established by MLR feature selection method and RF classi-
fier had the best performance in our study. Five relevant fea-
tures, including spherical disproportion (Shape), median
(ADC), information measure of correlation (T1C), low gray
level zone emphasis (ADC), and inverse difference moment
normalized (T1C) may be regarded as imaging biomarkers to
predict classification of the kinds of tumors. The study could
help with clinical diagnosis.
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